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IL.RESEARCH METHODOLOGY
2.1 Population and Sample
) '? study area is !ocated near Baramati Town, District Pune. 363 CBC reports
- of .'won?en at child bearing age were included in the study as a sample.

rding to WHO Anaemia was categorized as mild, moderate, severe and
fo-anaemia. The Supervised machine learning model decision Tree was
developed for prediction of anaemia status under the CART algorithm.
2.2.Theoretical framework
For classification and regression, Decision Trees (DTs) are one of the best
‘non-parametric supervised learning method. The goal is to develop a model
that predicts the value of a target variable by learning simple decision rules
from data properties. Without any parameter settings, a decision tree classifier
canbe created, making it ideal for exploratory knowledgediscovery.

| CART is one of the most widely used methods for building decision
frees in the machine learning. CART builds 2 binary decision e oy
separating records at each node according t the function of a single attr_lb_ufei
The GINI Index is used by CART to Jetermine the optimal split The mnitia
split produces two nodes, which we attempt to split in the same way, resulting
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splitters. If no split is found that signific
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ode, it is labelled as a leaf node. After a while, all th_at el leﬁ:f;;l(t)iz that
e've formed a whole decision tree. Due {0 OVEr HEEs ;he c;;r(rllsp Each recor
be performs poorly when classifying i’iﬁ‘?ﬁéﬁ‘e&sﬂﬁ ree at the end of
s assigned to 2 leaf of x@;ﬁ&{;‘a‘; assign @ class to each leaf.
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I11. STATISTICALANALYSIS
Anaemia Status

» mild
m moderate
» severe

® nonanaemic

2%

bove pie chart it was observed that nearly 66% women at

From the a
reproductive age were found to be anaemic. |
Decision tree: |
Decision tree was developed by using CART technique. Following |
output was found.
Model Summary
Specifications Growing Method CRT
Dependent Variable anaemia status
Independent Variables RB.C. Count, PCV. (HC.T), WB.C. Count,
M.C.V., Eosinophils, Basophils, Platelet Count,
Momnocytes. Lymphocytes, M.C.H, Neutrophils,
M.CHC., RDW-CV
Validation Cross Validation
Maximum Tree Depth 5
Minimum Cases in Parent Node 100
Minimum Cases in Child Node 50
Results Independent Variables Included PCV.(HCT), MCH, MC.V., RDW-CV,
M.C.HC. RB.C. Count, Platelet Count, WB.C.
’ Count, Neutrophils, Lymphocytes, Monocytes
Number of Nodes 5
Number of Terminal Nodes 3|
Depth 2
: i

Above table shows model summary i.e. information about dependent

variable and independent variables.
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rpretation: From the above tree we found that the factors like PCV
(), MCHC, are more import than other. If the PCV is greater than 33.65
e there is 73.9% chance of person has no anaemia. If the PCV is less than
2 then there is 74.3 % chance of person having moderate anaemia and
A % chance that of mild anaemia. If the PCV is less than 33.65 and MCHC is
than 33.25 then there is 91.8 % chance of moderate anaemia and 8.2 %
1 7 %?yof severe anaemia that means if the MCHC is less than 33.25 then there
. /0 chance of anaemia but if MCHC is greater than 33.25 then there is
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Growing Method: CRT

Dependent Variable: a
observed that model gives7

. RESULTS AND DISCUSSION
Anaemia testing is mostly time C
the anaemia at early stage by
which are mostly affects the
an be better predicted by MCHC 1.6
nd PCV i.e. Proportion O
d MCHC then there is
which will be helpful to

5% accurate predictions.

diagnoses
important factors
study Anaemia C
Haemoglobin Concentration a
cells. If we improve out PCV an

So this study tells us to eat meal

MCHC values.
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