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I11. STATISTICALANALYSIS
Anaemia Status

= mild

m moderate
» severe

® nonanaemic

2%

bove pie chart it was observed that nearly 66% women at

From the a
reproductive age were found to be anaemic. |
Decision tree: |
developed by using CART technique. Following

Decision tree was

output was found.
Model Summary

CRT

Specifications Growing Method
anaemia status

Dependent Variable
RB.C. Count, P.CV. (HC.T), WB.C. Couat,

Independent Variables
M.C.V., Eosinophils, Basophils, Platelet Count,
Momnocytes. Lymphocytes, M.C.H,, Neutrophils,
MCHC., RDW-CV
Validation Cross Validation
Maximum Tree Depth 5
100

Minimum Cases in parent Node

Minimum Cases in Child Node 50
Results Independent VariablesIncluded PCV.(HCT), MCH,MCV, RDW-CV,
M.C.HC. RB.C. Count, Platelet Count, WB.C.
’ Count, Neutrophils, Lymphocytes, Monocytes
Number of Nodes 5

Number of Terminal Nodes gt

Depth ‘2J
- i

Above table shows model summary i.e. information about dependent

variable and independent variables.
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rpretation: From the above tree we found that the factors like PCV
(), MCHC, are more import than other. If the PCV is greater than 33.65
e there is 73.9% chance of person has no anaemia. If the PCV is less than
2 then there is 74.3 % chance of person having moderate anaemia and
A % chance that of mild anaemia, If the PCV is less than 33.65 and MCHC is
than 33.25 then there is 91.8 % chance of moderate anaemia and 8.2 %
d %‘:/Of severe anaemia that means if the MCHC is less than 33.25 then there
0% h° chance Of anaemia but if MCHC is greater than 33.25 then there 1s
. ehance of mild anaemia and 42.6% chance of severe anaemia but 0%
e of severe anaemia,
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Growing Method: CRT

Dependent Variable: anaemia statusFrom the classification table it wa
504, accurate predictions. :

observed that model gives7

. RESULTS AND DISCUSSION
Anaemia testing 1S mostly time consuming and costly. This study
diagnoses the anaemia at early stage by CBC report and also finds the
anaemia. According to this

important factors which are mostly affects the
study Anaemia can be better predicted by MCHC i.e. Mean Corpuscular

Haemoglobin Concentration and PCV i.e. Proportion of blood made up of
cells. If we improve out pCV and MCHC then there is low chance of anaemia.
So this study tells us to eat meal which will be helpful to enhance the PCVand

MCHC values.
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